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ABSTRACT 
As multiplication needs more iterations, a longer processing time, and a larger system footprint 
than other computations, it is the multiplier that has the most impact on the performance of DSP 
applications. Hence, a high-speed, low-power multiplier is necessary to enhance the system's 
performance. The ancient discipline of mathematics known as Vedic Mathematics uses a special 
method of computation based on 16 Sutras. It employs the Urdhva Triyagbhyam Vedic technique, 
one of the 16 sutras. The Urdhva Triyagbhyam algorithm (sutra) of Vedic mathematics is used for 
multiplication to increase the speed, power, and area of multipliers. It is implemented using 
reversible logic gates. Reversible logic is extremely effective at reducing power loss. In this paper, 
literature survey for Vedic Multiplier is described. A detailed study on Various reversible logic 
gates used for Vedic Multiplication is presented here.  8 X 8 Vedic multiplication using Han-
Carlson adder is shown here using an example. 
KEYWORDS: Han-Carlson Adder, Reversible logic gates, Vedic Multiplier, Urdhva 
Triyagbhyam Sutra. 
 
I.INTRODUCTION 
The multipliers are crucial elements for applications like digital signal processing and many more. 
With technological advancements, it is vital to create multipliers with high speed, low power 
consumption, small footprints, or perhaps a combination of all three. Addition, subtraction, and 
shifting operations are used in the conventional approach of multiplication. The partial product 
that is produced after each computation step is what mostly affects how well the multiplier works. 
The operation takes longer to complete because of the repetitive adding. 
 
Booth's Algorithm was created to multiply both signed and unsigned numbers in order to decrease 
the number of rounds. It starts with the ability to add and subtract, and there are numerous ways 
to compute a product. The two's complement notation of signed binary values is used for 
multiplication in the Booth's method. The delay is reduced since this multiplier can scan three bits 
simultaneously. However, because this multiplier uses more power, the system's efficiency 
declines [1,3]. The computation time for the Booth algorithm multiplier is longer than for the Vedic 
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multiplier. Compared to the Booth multiplier, the Vedic multiplier uses the least amount of 
hardware space. 
 
Since the Booth multiplier needs more adder cells than the Vedic multiplier, more space is used 
and more energy is used. The Vedic multiplier is faster and uses less energy than the traditional 
Booth multiplier. The Vedic multiplier is a good way to lower the system's power usage [1,3]. 
 
Sixteen Vedic sutra make up the Vedic multiplier, which is designed using the "Urdhva 
Triyagbhyam sutra" from these sixteen sutra. Reversible logic gates are used to develop the method 
that is being suggested. This multiplier can be used in applications like FFT, FIR filters, and several 
image processing techniques [1]. 
 
In section-II, Urdhva Triyagbhyam Sutra is described. Basic of reversible logic gate is shown in 
Section-III. Han-Carlson Adder is shown in Section-IV. An example of 8 X 8 Vedic multiplication 
is shown in Section V. Conclusion is described in Section VI. 
 
II. URDHVA TRIYAGBHYAM SUTRA 
The Urdhva Triyagbhyam Sutra is the most effective sutra (algorithm), causing the least amount 
of delay when multiplying any kind of number, no matter how big or tiny. Three phases make to 
the parallel architecture of the Vedic multiplier. The 4 bit Vedic Multiplication unit makes up the 
first stage. The second stage consists of carry and partial products. The outcome of the 
multiplication is combined with adders in the third stage. Here, ripple carry adders are employed 
as the adders. The Reversible Gates were used in the design of the Ripple CarryAdder.  
 
It illustrates the effectiveness of the Urdhva Triyagbhyam Vedic method for multiplication, which 
makes a distinction in the multiplication procedure itself. It removes superfluous multiplication 
steps and allows for the concurrent production of partial products. A hardware description 
language called Verilog is used to model the proposed method. As a result, we will use reversible 
logic gates to construct the Urdhva Tiryagbhyam algorithm in this, thus addressing crucial issues 
such multiplier implementation speed and power consumption. The 8x8 Vedic multiplier will have 
its architecture optimised in this work by fewer logic gates, constant inputs, and garbage outputs. 
Several domains, including convolution, filter applications, cryptography, and communication, 
can benefit from the use of this multiplier [10]. 
 
III. BASICS OF REVERSIBLE LOGIC GATE 
One of the main challenges with modern design is power dissipation. The most of the designed 
multiplier uses reversible logic to cut down the power consumption. If the (Boolean) function that 
computes a gate is bijective then the gate is reversible. The smallest possible number of reversible 
logic gates should be used while designing reversible circuits. There are various factors that can 
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be taken into account while designing reversible circuits in order to gauge their complexity and 
effectiveness. 
 
A reversible circuit has the same number of input wires and output wires as a reversible gate. 
Reversible circuits are depicted as collections of horizontal lines that stand in for the wires. 
Symbols with a vertical axis are used to depict gates[2][3][7]. As an illustration, the accompanying 
Figure 3.1 shows a reversible circuit created using Feynman's new notation. It is clear from the 
truth table shown in Table 3.1 that it is a reversible gate.  
 
                                                             Table 3.1: Multiplied table of Feynman gate[2]  

 
     Figure.3.1: Feynman gate [2] 
 
A controlled NOT is another name for the 2*2 gate known as the Feynman gate. For fan-out 
purposes, it is frequently utilised. P=A, Q=A XOR B are the outputs from the inputs (A,B). Q 
equals B when A = 0 and B when A = 1, respectively. By using only 2*2 Feynman gates and 
inverters, one can construct any linear reversible function. Feynman gate is employed as a fan-out 
gate when B=0[2]. 
Mapping between the input and output vectors is shown in the table 3.1. The output is balanced as 
well. 
 
A. TYPES OF REVERSIBLE LOGIC GATES 
1. Toffoli Gate. 
2. Peres Gate.  
3.URG Gate.   
4. BJN Gate. 
5. HNG Gate.  
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A.1 TOFFOLI GATE 
                                                                                                                  Table 3.2: Truth table of 
Toffoli gate[3] 

  
         Figure 3.2 : Block diagram of Toffoli gate[3]                                          
Figure 3.2 shows Toffoli gate, which is a 3x3 gate. The output vector is O, and the input vector is 
I (A, B, and C). The outputs are defined as P=A, Q=B, R=AB xor C. A Toffoli gate has a quantum 
cost of 5. The Toffoli gate, also known as the CCNOT gate, was developed by Tommaso Toffoli 
and is a universal reversible logic gate in logic circuits. This means that Toffoli gates can be used 
to build any reversible circuit. The name "controlled-controlled-not" gate also refers to this gate's 
function. It features 3-bit inputs and outputs. The third bit is inverted if the first two bits are set; 
otherwise, all bits remain unchanged [5]. 
                                                                                                                     Table.3.3 : Truth table 
of Peres gate[7] 
 
A.2 PERES GATE 
 

 
             Figure 3.3: Block diagram of Peres gate[7]                                 
 

INPUTS OUTPUTS 

A B C P Q R 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 0 1 1 

1 0 0 1 0 0 

1 0 1 1 0 1 

1 1 0 1 1 1 

1 1 1 1 1 0 

INPUTS OUTPUTS 

A B C P Q R 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 0 1 1 

1 0 0 1 1 0 

1 0 1 1 1 1 

1 1 0 1 0 1 

1 1 1 1 0 0 
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Figure 3.3 shows Peres gate where the  output vector is O, and the input vector is I (A, B, and C) 
(P, Q, R). P = A, Q = A xor B, and R=AB xor C define the output. A Peres gate has a quantum 
cost of 4. Because it has the lowest quantum cost, the Peres gate is utilised in the suggested 
design[7] 
 
A.3 URG GATE 
                                                                                                                      Table 3.4.: Truth table 
of URG gate[7] 

 
                  Figure 3.4: Block diagram of URG gate[7]                                   
 
Figure 3.4 shows URG gate  which is a 3*3 gate with inputs (A, B, C) and outputs P= (A+B) XOR 
C, Q= B, R = ABC. 
 
A.4 BJN GATE 
                                                                                                                     Table 3.5 : Truth table of 
BJN gate[7] 

INPUTS OUTPUTS 

A B C P Q R 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 1 0 0 

0 1 1 1 0 1 

1 0 0 1 1 0 

1 0 1 1 1 1 

1 1 0 0 1 1 

1 1 1 0 1 0 

INPUTS OUTPUTS 

A B C P Q R 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 0 1 

0 1 1 0 0 0 

1 0 0 1 1 1 
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                  Figure 3.5: Block diagram of BJN gate[7]                                  
Figure 3.5 shows the logic diagram and truth table of the proposed new Reversible BJN BJN Gate 
which is a 3*3 gate with inputs (A, B, C) and outputs P=A, Q=B, R =(A+B) xor C. It has quantum 
cost of 5. 
A.5 HNG GATE 
                                                                                                                        Table 3.6 : Truth table 
of HNG gate[3 

 
                       Figure 3.6 : Block diagram of HNG gate[3]                          
 
Figure 3.4 shows HNG gate which is a 4*4 gate with inputs (A, B, C,D) and outputs P=A, Q=B, 
R= (A XOR B)XOR C, S= (A XOR B) C XOR(AB XOR D) (AB XOR D). 
 
IV. HAN – CARLSON ADDER  
 
The section III described various reversible logic gates which were used in existing Vedic 
multiplier design. However, in most of the work, the implemented design uses ripple carry adders 
made of reversible logic gates in which area, power consumption and delay performance were not 
satisfactory.  Hence, Han-Carlson adder can be used to overcome these limitations.  

1 0 1 1 1 0 

1 1 0 1 1 1 

1 1 1 1 1 0 

INPUTS OUTPUTS 
A B C D P Q R S 
0 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 1 
0 0 1 0 0 0 1 0 
0 0 1 1 0 0 1 1 
0 1 0 0 0 1 1 0 
0 1 0 1 0 1 1 1 
0 1 1 0 0 1 0 1 
0 1 1 1 0 1 0 0 
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   Figure no 4.1 : Han-Carlson Adder (Mix of Kogge-Stone and Brent-Kung)[5] 

 
Figure 4.1 shows Han-Carlson Adder, which is made from the mix of Kogge – Stone and Brent – 
Kung. The Kogge-Stone adder is a fast adder circuit that uses a tree structure to perform addition. 
It has a better worst-case delay compared to the Han-Carlson adder, but requires more circuitry. 
 
The Brent-Kung adder is another type of fast adder circuit that uses a similar tree structure to the 
Kogge-Stone adder, but with a more efficient carry propagation scheme. It has a better area-delay 
product compared to the Kogge-Stone adder. 
 
One way to combine these adder circuits is to use a hybrid structure that mixes the Han-Carlson, 
Kogge-Stone, and Brent-Kung adders together. For example, we could use the Han-Carlson adder 
for the first few stages of the adder, and then switch to the Kogge-Stone or Brent-Kung adder for 
the later stages. 
 
Han-Carlson is a tree of a family of networks between Kogge-Stone and Brent-Kung adders. The 
outer rows of this adder perform Brent-Kung addition methodology while the inner rows additions 
are performed by KoggeStone methodology. Han-Carlson adder uses Brent-Kung at the beginning 
and at the end of the prefix graph and the number logic level is defined as [log2 (n) + 1] where „n‟ 
represents the number of bits. The black and grey cells are placed at the odd bit positions in the 
initial stage and the middle stages. Only grey cells are placed at the even bit positions in the final 
stage where carry merge operation happens. The delay of this structure is [log2 (n) +1] and the 
hardware complexity is given by [(n/2) log2 (n)]. Han-Carlson gives good trade-off between 
fanout, number of logic cells and the number of black cells compared to Kogge-Stone adder. 
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                    Figure 4.1 : 8X8 Vedic Multiplier using 16-bit Han-Carlson Adder 
 
In Figure 4.1 shows the 8x8 Vedic Multiplicaton using 16-Bit Han-Carlson Adder where A and B 
are the two 8-bit numbers to be multiplied, and P and G are the partial products and generates 
generated by the Vedic multiplier. 
The Vedic multiplier decomposes the two numbers A and B into smaller parts, performs 
multiplication using cross products, and generates the partial products and generates P and G. 
 
The Han-Carlson adder then adds up the partial products P using carry-lookahead logic to reduce 
the delay of the carry signal. The result of the multiplication is obtained at the output of the adder.  
 
Carry lookahead logic overcomes this limitation by computing the carry signals for multiple bits 
simultaneously, rather than waiting for them to propagate one by one. The idea is to express the 
carry of each bit as a function of the input bits and the carry signals of the previous bits, without 
waiting for the actual carry to be generated. 
The basic principle of carry lookahead logic is to pre-compute and store intermediate carry signals, 
called "propagate" and "generate" signals, that indicate whether each bit position generates a carry 
or just propagates it from the previous bit. These signals can be computed using simple logic gates 
based on the input bits, and can be combined using more complex logic to generate the final carry 
signals for the entire adder. 
 
The advantage of carry lookahead logic is that it allows the carry signals to be computed in parallel, 
rather than sequentially, which reduces the delay of the carry path and improves the overall 
performance of the adder. However, it requires additional logic gates and complexity, which may 
increase the area and power consumption of the circuit. 
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V. 8 X 8 Vedic Multiplication 
To perform 8x8 Vedic multiplication using a 16-bit Han-Carlson adder the following steps can be 
carried out:  
 
Decompose the two 8-bit numbers into two parts of 4 bits each. For example, let's say we want to 
multiply A = 11010110 and B = 10011011. We can decompose them as follows: 
 
A = 1101 0110 
B = 1001 1011 
 
Multiply the left parts of A and B and the right parts of A and B separately using standard 
multiplication. For example, we get: 
 
A left x B left = 1101 x 1001 = 11000101 
A left x B right = 1101 x 1011 = 11101011 
A right x B left = 0110 x 1001 = 01010110 
A right x B right = 0110 x 1011 = 01011110 
 
Add the cross-products using a 16-bit Han-Carlson adder. We get: 
 
1 1000 0100 1111 0010 
 
Note: The first bit is the carry bit, which is ignored in the result. 
 
Shift the results by the appropriate number of bits and add them together to get the final result. 
Specifically, we shift A left x B left by 8 bits to the left, A left x B right and A right x B left by 4 
bits to the left, and then add all the shifted results together. We get: 
 
101101100110110. 
 
 
VII. CONCLUSION 
High speed multipliers are required in many digital signal processing and image processing 
applications. In this paper, a literature survey for Vedic Multiplier is described. A detailed study 
on various reversible logic gates used for Vedic Multiplication is presented here. Han-Carlson 
adder can perform better in terms of area, power and delay. A high-performance Vedic multiplier 
using Han-Carlson adder is shown with example of 8 X 8 multiplication. In future focus, the shown 
8 X 8 Vedic multiplier can be implemented on hardware using Spartan and LCD.   
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